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TSUBAMEL.O

. T

CPU AMD EPYC 9654 2.4GHz * 2 socket
A7 EYRLYREL 9637 /192 ALYK * 2 socket
HE/—F AE) 768GiB (DDR5-4800)

GPU NVIDIA H100 SXM5 94GB HBM2e *4
AA—aARTk InfiniBand NDR200 200Gbs * 4
/—FE 240
a7 46,080

DRT L HimEE (R REED 66.8PFLOPS
HamEE RRCEREED 952PFLOPS
TyRT—25 InfiniBand NDR200 200Gbs, 77w kY1) —



TSUBAME4.0 DRk

[ 202bIVEFwhD—% Ethernet Network ﬂ

l I [ l [

Z7ATIr—ER | | a—FiSU Y RE ay4w/—F ety 2 o e CIFSY—krz A4 —/s3%
. : & . &
g—— = j== e
2/—F 2/—F 2/—F
P l I I
| , 1EE A4 InfiniBand (200Gbps) : |}
* 4link /ncde ‘ ‘

M/ ~F 240/—F

HEAL—T H—LiEEAF AL~
HPE ClusterSter E1000 HPE ClusterStor E1000
Lustre Filesystem Lustre Filesystem
44.223PB 327TB

HPE Cray XD665
CPU: 2x AMD EPYC 9654
GPU: 4x NVIDIA H100 SXM HBM2e




TSUBAMEL.0 Di& Rk

5 E/—F

== PCle Gen5
e NVLINK
— CPU to CPU
. CPU to Mem

AMD Genoa AMD Genoa
CPUOD CPU1




TSUBAMEAL.0 D&
e CPU: AMD EPYC 9654
(A—FR—.Ls: Genoa)
- 96 EMD7
- 78y
- ~R—X: 2.4GHz
-] K7 —RAk: 3.7GHz
e Tyya
~L1:32KB
@E. 7T—32EE)
~L2:1MB
- L3: 32MB (shared)
. TH/OD
— AVX-512

4TH GEN AMD EPYC PROCESSOR
ARCHITECTURES

1/0 die AMD EPYC 95004 SERIES PROCESSORS

12 memory controllers

PCle® Gen 5 controllers : ' ; (16—96 CORES)

Infinity Fabric™ controllers

SATA controllers 5 e BT
CXL™ controllers | :

i [Fr (up to 12 per processor)
AMD Secure Processor ’ — 242424 8 Zen 4 cores

1MB L2 cache per core

. - -k v‘”\ ]
CPUdie ————— o= Shared 32 MB L3 cache

Up to 16 cores per die (8 shown) | -
Up to 12 dies per processor

(4TH GEN AMD EPYC™ PROCESSOR ARCHITECTURE
https://www.amd.com/en/products/processors/server/epyc/4th-

generation-architecture.html &b)



https://www.amd.com/en/products/processors/server/epyc/4th-generation-architecture.html
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https://www.amd.com/en/products/processors/server/epyc/4th-generation-architecture.html
https://www.amd.com/en/products/processors/server/epyc/4th-generation-architecture.html
https://www.amd.com/en/products/processors/server/epyc/4th-generation-architecture.html
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TSUBAME.0 [CH 1T 551

o HHNETHEEIT?
o MBAMITIELT=/NSTZAEITHMEL T, EHONEBE S CRIFIZCETIESAE,

e TSUBAME4.0 [ZH 1+ 5|14 /—RERYET—7
c A7RNIZERDEERS
-F—J—F;

SIMD, XUk JL1E . AVX512, ...

« /—FRDEED CPY,
CPURDE#H DT
-F—J—kK
HEAE) B I F[{E. OpenMP, NUMA, ...

- ZHD/—k

-F—J—kK
DEATYE A FHME, MPI, ...

—
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o« AEYBRIZ KD 7 5E (ih)

. HAFYH
- 3’/\’Cd)n+ﬁgi7b\%%')€é¥’ﬁbfb\é
. SIERATIHY

—‘én'fﬁ%%?ﬁ\ﬁéd))‘%'ﬂéﬁé tMOFEERDODAE)EZERESR TSR,

« WHTOTSIUTETIL
« SPMD (Single Program, Multi Data) €7 JL

——o%)*jfgu?nbvm,b\ﬁ?ftﬂ“ ZMBEE(ICHHTOSSLMNOAE—Sh, FUBEETRERLTOTSLN

« Master/Worker ET )L
-Master 7AT S5 LD Worker DERREEELZEIE



{4 R SR 65

« BENE
« BRIRDTAT S LEETLI-EEDHERMBZ T, p 8E->THEINFELI-LEDHERFEET, &
THE.BEHIR S, FRDESZHoHEINFET,

Sy, =T /T,

. 5L B
«p BESTHELLEOLIMENE E, (4] (1. BHHR S, £HEoT. ROESHobENET,

E, =58,/p X100



E@'—)W)ﬁiﬁ“

o 53T0U S5 LEZXRFTULBRDERTERODS S, WHNLMERIEREDDEISGZa (0<a<1) ELXT. ZDT
?E/j ;@7& p WHITHRITUTEIHZEDEERIR S, (& WIHELDA—/\—\y FEZERTETDLITDE. BUTOIIC
TENET,

¢ 1
P«
—+(1—-a
ARNERY
100 A
U)a.
20 -
10 -
D_




E@’—)b@ﬁ&ﬁu

« 2ERIXLARD 90 % BAFMETEST AT L (@ = 0.9 ITENTIE. BEHHR S, DRKEIL
10 [TEYFET,

o« TLA—)LOEADRELY ., 2070y EFFHLTEWVLSIHREEX B/ ST-0OIZ(X., E1TH
M DILFNIBE S DEG a T RESTIVELNHYET,
« BRETEHAZEROT
e WHIEDA—IN—AYRERF ST



NJRILE

e SIMD: Single Instruction Multiple Data
« —DOMRERBICERDOT—FICERY HUFME,

= AT

+

I K1 £ £ A N L
= £ 5 3 £ ) L

ANS5—EE SIMD JE &
RNINVEE

~
+

e AVX-512

« 512 bit DL R 3% IJEHL BHDT—2 BEELELLORAZ 1 R HTI-Y 8 HDOT—2Z &M ATER ITX LT
—RELTRILEREZ1TS sSIMD EF K,

: | 14



HH AT FHE

— ZLwR:
e ALYRMNE KAWL ES TOCADHTRITSNDVEFEFY
c TRTORLYRAAEYERE: DA A RNy
EO)XI/“JF\:E)A-A-L )(:EI - < 1t o OpenMP TOEITHENAL,
FLABRVISTIERATES HORLYREAE AT B




S BAEY R FI{E

e JOVAMNERNLGESR
LD TAERDAEYICEHETZ VLA TELHL
e B RHGEAYE—VDZITELNABDE

JOtX:

FERDTOY S L, 0S MHERTETE
BEOERERZIIYHTONTLS,
MPI [2E+B I H{E DB, NERIZ—
DELLIFEHD AL YREFED,

16
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Intel A /INLSDENS: BERE

o Intel A INAT

$ module load intel

e |Intel MPI

$ module load intel-mpi

18



Intel A /NS D{ELVA (C)

« V)T

$ icx [options] <source>

e OpenMP

$ icx -qopenmp [options] <source>

e MPI

$ mpiicx [options] <source>

e OpenMP-MP| /N 1)k

$ mpiicx -qopenmp [options] <source>

19



Intel A \NASD{ELV (C ++)

« V)T

$ icpx [options] <source>

e OpenMP

$ icpx -gopenmp [options] <source>

e MPI

$ mpiicpx [options] <source>

e OpenMP-MP| /N 1)k

$ mpiicpx -qopenmp [options] <source>

20



Intel A/ \LS5DELVS (Fortran)

« V)T

$ ifx [options] <source>

e OpenMP

$ ifx -qopenmp [options] <source>

e MPI

$ mpiifx [options] <source>

e OpenMP-MP| /N 1)k

$ mpiifx -qopenmp [options] <source>

21



iﬁﬁ‘]@ﬁ‘s—zﬁ1 tA T3y

A7 3

>/

AR
-02 &RELC

-00

IARATORBEEEZENLFET

-01

OA—R YA XZEBOTENESLBRBEILETITVET

-02

RNIMEZEORBILZEAMICLET . —BRIICHESIN
BEEIELANILTY, -0[n] ATLarEEELLEWMEED
FIAILETT,

-03

-02 KYBLBEBMICHREIEEITVVET IL—TFRNTEL
DFE/N R EEEZ T FYREDT—42%FHK-1=YTH7
T)r—avIZhBMICEEET,

-Ofast

03 DIEMNTREBEILIZCETHATLavE#HTEL. BEIEER
UET, (gcc EOBBEDT=HICHEINTLVS)

22



7’_I:I-|z‘y"d' BHDRBEIEA T3y

A7Foay AR

-x<code>

{code> THHELI=MT VI R—FTDERAI—FELERK
LET . COFTLavERELBE . ERSh i M FUIE,
TROGHEYLAYR—ILAENT Oy Y ETIIEFT
EFE Ao

-ax<code>

<code> THEEINI=-GiSEyvrEHYR—b3 570ty H M
2. RBO—FZERLET . COATLavEHRELI-GE.

ERSNT=N\AF)ETROGSEYrLMYR—rLERNT

AtyY ETCETITHE ABAI—FTOETIZHEYET,

-XHost

AV IVERETLTWAYV AT LTH R— SN D EFGD
St yrERIRLET, TSUBAMEALO TlEAT 12 /—REET
B/ —F® cPUDNERLBYFETDTEELTIIZELY,

23



TSUBAMEA.0 THRINSIREIEA T Ay

v WAL
-03

>/

AR
ROMEGREDFEBEEIZMA., IL—TO@E. 7>A—)L.
IF XADRILEIZLDHET DR AGIL—TEBRGE | FFIBH
HERIRLEZITWVET,

-XCORE-AVX512

TSUBAME4.0 @ CPU, AMD EPYC9654 [ Intel AVX-512 A %
HR—rLTWET . DA TavIzkl., AVX-512 toi5tY
MAO T Aty Y REITORBEIEAITHNET,

24



0 —IvRE#E{ETToay

\'

A7 3 AR

-ipo BHDY—RAT7AINZEE=DRDBAVTAVEBRAD. FDMHD
JO0 —SvRID&EEIEETIVVEDT , AV /(LR Oa—FIZ
XL TEYZLDIFHRMFONST-O. BINDFZEILH AT EE
TY . FHIZKY., OV NS ILEBOO—R A XA KIEIZHS
ABEBHYET,




F B/ R BB R F O Fil{E

A7Foay AR

-fp-model=Ffast ERBRICEENHLIRBEILZHFAILET,
-fp-model=precise TERBRICEELGVLDRBIEDAFRAILET,
-fp-model=strict RUVBELTEFHNMNAETIVERALEY  BEGFEI/NNK

ANt TAORETBNIZLET,




AEYETIL

AT a3y AR
-mcmodel=small OA—RET—EANTRLRAERDZRAID 2 GB [TYRFEAHZ &%
VINASITIETRLES, (TIAHILEM)
-mcmodel=medium O—KFMN7RLAZERBDZRYID 2GB [TIRFEAZ X2 /IN(S
[ZHRRLET . T—RZIEZD LS AT IZET S HIRE R
LEEA,
-mcmodel=1large O—k. 7—2IZEAL T, small % medium [2&H 2K 3% AE!)

IZRE 9 SHIRERLFE A

¢ 2GB/N\AFEBRHELIET O—/NJLAE, ZQ?‘{‘)?}:EUEE’B?OD i N &
-mcmodel=medium %2 -mcmodel=large Z35E L TE JLFL TLFZELY,
o -mcmodel=small £L<[& -mcmodel=large Z8ELT=15 & . —-shared-intel 7z 7L a3 L BEIRIIZIEESNE T,

: | 27



713y 8, BBILLK—F T3

e TINVTEHRA T3y

-g TINVITERDERFITONVET , COA T avhfEESNT=-

GE . MITEENGITNIE -00 AT av BNEEINET,

« RBIELR—FAT L3>

ATy AR

-qopt-report[=<N>] EIELIR—FEERILET , T 74 ILETIE, LAR—RE
optrpt HiBE FEEF D I7AILICH hshEzT, LR—kDL
N)L <N> FHETHELTEET, 0 (LKR—MEL) D
3(EELEEMGLAR—N) & IRTEET,

-qopt-report-file=<keyword> HBEILLR—FDHAEEHELET . <keyword> [ZITH
NEDTF7AIVINRZIEET HH. stdout REH HA~D
1), stderr EEIS—HIDH M FEELET,

E—

28



%ﬁ{b b;l-{)—FWI $ cat -n matmul.c
$ icx -02 -qopt-report=2 -qopt-report-file=stdout \ 17
./matmul.c 18  for(i=@; i<SIZE; i++) {
Global optimization report for : matmul 19 for (j = @; j < SIZE; j++){
20 for (k = @; k < SIZE; k++) {
.. <BB> 21 c[i][J] = c[i][J] + a[ill[k] * b[k]I[]I;
22 }
LOOP BEGIN at ./matmul.c (18, 3) 23 }
remark #15553: loop was not vectorized: outer loop 24 }
vectorization candidate.

LOOP BEGIN at ./matmul.c (19, 5)

remark #15553: loop was not vectorized: outer loop is not an
auto-vectorization candidate.

LOOP BEGIN at ./matmul.c (20, 7)

remark #15335: loop was not vectorized: vectorization
possible but seems inefficient. Use vector always directive or -vec-
threshold® to override

remark #25438: Loop unrolled without remainder by 8
LOOP END
LOOP END
LOOP END | 29




4# & : AMD Optimizing C/C++ and Fortran Compilers (AOCC)

o IRIRERTE e Intel Compiler EDA 723> D5t
% module load aocc Intel Compiler AMD Compiler
o C E{tA T3y -O<n> -O<n>
$ clang [options] <source> HBHYE BB ILETS ~Ofast -Ofast
& Lo AVIN(FA T ay
o« Ct++ TSUBAME4.0 -axXCORE-AVX512 -march=znver4
T7—XTIOF¥TD
$ clang-cpp [options] <source> b T ay
e RAY AT -g -g
e Fortran rIvay
0 —UvREmE{iE  -ipo -flto (') U R Ex@E1k)
$ flang [options] <source>
OpenMP -gopenmp -fopenmp (C/C++)
-mp (Fortran)

AMD EPYC 9xx4-series Processors Compiler Options Quick Reference Guide
https://www.amd.com/content/dam/amd/en/documents/developer/version-4-2-documents/aocc/aocc-4.2-quick-reference-guide.pdf

: | 30



e Intel® oneAPI DPC++/C++ Compiler Developer Guide and Reference: Compiler Options

https://www.intel.com/content/www/us/en/docs/dpcpp-cpp-compiler/developer-quide-reference/202 4-
1/compiler-options.html

e Intel® Fortran Compiler Classic and Intel® Fortran Compiler Developer Guide and Reference: Compiler
Options
https://www.intel.com/content/www/us/en/docs/fortran-compiler/developer-quide-reference/202 4-
O/compiler-options-001.html

e AMD Optimizing C/C++ and Fortran Compilers (AOCC)
https://www.amd.com/en/developer/aocc.html

e AMD EPYC 9xx4-series Processors Compiler Options Quick Reference Guide
https://www.amd.com/content/dam/amd/en/documents/developer/version-4-2-documents/aocc/aocc-
4.2-quick-reference-guide.pdf

— | 5
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OpenMP& &

e OpenMP &ld. HEAERYRMHFHEHTTILFALYRROAFIGFETAT S LEEDS=HIC
ES 1= API (Application Programming Interface) T9 o




OpenMP& &

e OpenMP MDAV R—ARk
« ¥R (C EETIlL #tpragma omp, Fortran Tl $omp TIEESIT)
« 5473
- IRIFZE 2K

o FFE
e V—RAOA—FRIZIERITZER T HETIHIMELET,
« TERAEVRDIAFEIZLEAR, RENR S BRIGEEEMNTEETT,
 HEARYELGDOT, /—FEIOLEFHEIZIEFEZE T A,
e C/C++, Fortran CHIFR]EETY,

e Fork-join BT JL
—Parallel X TERFEN-ZFTD A DNEHAL YR TIHHNRITEN . ENLUNE—DDAL YR TEITEINE T,



Fork-join model

<block 1> |

] ] 4 [ <block 2> |
l ! !

C/C++
<block 1>
#pragma omp parallel 151
{
<block 2>
)
<block 3>
Fortran
<block 1>
I$omp parallel L5
<block 2>
I$omp end parallel
<block 3>

—

‘ <block 3> |




OpenMP DE JLKEEST

o IRIRERE

module load intel

e EJLK

- CEia

icx -gopenmp <source code>

o C++

icpx -qopenmp <source code>

e Fortran

ifx -qopenmp <source code>

—

A7 3> —-qopenmp 5% 5BE.
OpenMP MDIETR XL CTHMF{E=
Nf-a—RZERRLET,

-qopenmp MEZLNIELMGE.
OpenMP DIERXITEEAINE T,

o E1T
. IR1EZE$ OMP_NUM_THREADS

OMP_NUM_THREADS=< iifi 51| £ >

OMP_NUM_THREADS A {EE SN LMES .
intel A /NS TTav/NTILESnT=/N\1F)
(ZFIARIEELR T RTOaA7EFALET,

36



Hello World

#include<stdio.h>

int main(){
#pragma omp parallel
{
printf("Hello, World!\n");
}
}

$ module load intel

$ icx -gopenmp openmp.c

$ export OMP_NUM THREADS=4
$ ./a.out

Hello, World!

Hello, World!

Hello, World!

Hello, World!

$

——

<block 1> |

] ] d [<block 2> |
Hello, World! Hello, World! Hello, World!

V \ \

‘ <block 3> |




OpenMP IERXDEX

o C/C++

e OpenMP Tl FMEDIEREFIBERXTERE
9,

#pragma omp <TALUT«4T®> [Ei[, #i.]]

e ¥5RXI&. C/C++ Tl #pragma omp T.
Fortran Tl !Somp TIRFEYE T,

e Fortran « TALUTAT R E ENTIEENT HET TRE
SNFEJ,

e . e A2 /INATH OpenMP IZXTEL TULVELVE S
$omp <FALITA2%> (B[, 8- & L< I3 OpenMP DHLEEE B HIZLTLVEL
= &) R XL EEINET,




Parallel 3§~

o #<TOYIDUBNEIL THAH_EFTIETT D

TALIT4TTY
#pragma omp parallel [Ei[, £i..]] _ X
; o Mi 54 A FEITI S OpenMP AL yRZE{EY
548> F9,

}

l$omp parallel [E1[, &71..]]
< i 51| pE I >
I$omp end parallel

—



for/do 57X

« WHFEETEALET .

#pragma omp do [clause[, clause..]] « B#TT D for L—T/do L—TERKALYKT
for(i=0;i<N;i++){ THEHAEBLET,
<block>
} e TIHILLTIE, AL YRHELLEE S
HLFET,
151
blomp do [clause[, clause..]] double a[100], b[100], c[100];
do i=8, n 0 0-24
<block> #pragma omp parallel for 1 25 - 40
enddo for (i=0; i<100; i++){
$!'omp end do a[i] = b[i] + c[i]; 2 50 - 74
} 3 75 -99

— | 40



for/do 3R DA T ar )

« E75E

private(list) list DEMEALYRIZT A R—REERIZLET,
shared(list) list DEMERZALYEDNOHEXBEINSAZEIZLET,

schedule(kind, chunk) kind CHEESNT=AETIL—TERALYRIZEIYHTET,
kind [ZIZ static, dynamic, guided i E D FEE B]RETT

reduction(operator, var) var CHE SN T-Z $% operator THafEELE T,
nowait IW—TDRETOREAZITVEREA,

41



for/do IR T—ARRO—7

« OpenMP [T F AE!) E.

EARKBIZZE UL shared ZE#(T RXTDHOALYEF
MNoF LT IEREINDERH) T, L—TA
[CINDZEHL. for/do FERXDEZRDIL—T
ZEUTHN 5 EL T, shared BEEIZGYET,

« T T, WELEHZ private T (AL YR E
[N L CTHERINSZER ICTLIEENIVE
[Z7EYFET,

« OpenMP TI&. private Z#( % private HIIZLUTE
EJTAHEMNTEETT,

private(<E#B>[, <EHL>]..)

#pragma omp do private(j, factor)
for(i=0;i<N;i++){
factor=b[1i]
for(j=0;j<N;i++){
a[j] += factor * c[j]
}

42



for/do IR T—ARRO—7

« TDIFHIDT—RRI—TEi

firsTprivaTe jﬁﬁl]ﬁﬁiﬁ,@ﬁﬁtlﬁﬂ%(t?)('}'l—x |/“J P@ﬂEééX I/“J F“:: I:O_in-d—o

lastprivate WHNERE TERDITAI—ALYFDEZ I F|ETRHOREDEELE
T

copyprivate single 3§ R X CHEESNT-EHEETER. [EXxE£ALYFIZOE—LET,

default BRXPEH CERENMEESNTWVEWERD T 7LD EEZIEEL
E3



for/do 5 7 3C: reduction

. ?li@ﬂ?ﬂ a DIMZEFHEITLHIL—TT

« ALYRIZREITHE ENEND ALY
FAVs DIEZEZESHZSHD T, IELLME
MEtESNFEE A,

es NDT—ARRXOA—T% private °

lastprivate [ICLTH . [EREIIEERSNF
A,

12 R

s=0
for(i=0;i<100;i++){
s+=a[1i]

}

ALYk 0

S=0
for(i=0;i<50;i++){
s+=a[1i]

}

ALwk 1

s=0

for(i=50;1<100;i++){

}

s+=a[1i]

Lk



for/do 5 7 3C: reduction

» Reduction gg@;@gm?%:t(:;w el 5
E-I-ﬁh\ﬁ'rﬁb'“d‘)i-a} #pragma omp for reduction (+: s)
reduction(GEEF, EHA) FOP(;:S;E;@@;IH){
}
- WHEE R FALYEIE— RS
private BHEDZERHIFAERERZENL [ 2Luro ALwk 1
i.d_o S=0 S=0
_ ) L for(i=0;i<50;i++){ for(i=50;1i<100;i++){
- WG RER TR EESN-ERETE s+=a[i] s+=a[i]
SRALCLET } }
- SEIEF N ERTOT S LEE SR /
ZDFER. A 5%0)%%5 T EHEE s(ZLvFe) s(ALwF1)
NERMERGHENHBYFET \ /

s = s(ALYkO) + s(ALYF1)

— | s




for/do 5 7 3C: reduction

#include<stdio.h>

int main(){
double

a[12]1={3.,8.,12.,5.,6.,4.,9.,11.,2.,7.,10.,1.};

double s;
int 1i;
S=0.;
#pragma omp parallel
{
#pragma omp for reduction(+:
for (i=0;i<12;i++){
s+=a[i];
}
}
printf("s= %1f\n",s);
return 0;

« BRAE

$ icx reduction.c
$ ./a.out
s= 78.000000

e OpenMP reduction &I

$ icx -gopenmp reduction.c
$ export OMP_NUM_THREADS=4
$ ./a.out

s= 78.000000

e reduction 1A B

$ icx -qopenmp reduction.c
$ export OMP_NUM_THREADS=4
$ ./a.out

s= 33.000000




for/do IR Rroa—14

e ATa—) UG EFEEMTHEICKY, ALYEADALE
TABIEMNTEET,

Ot

YETZ

il

)

schedule(kind, chunksize)

e kind TEIYETHEEZRELETT . ELELDIETEDESYTT,

kind A

static JL—T% chunksize DF ¥ 1R EIL. ALYRFESIETERALYRIZE]
UTI+ET,

dynamic &AL YK chunksize DE T IL—TEETL. ETNKHL=0RD
FYo 0B RLET,



fOI'IdO :]:E'T_\I: Xb-:):l._ U ?/7“ Private 81z B IELTLVET

« TIFILETIK, L—TIEEREENFET, « TREDHZEIX, AL YK [CKYMEBENKEL

BigYUFERT,

#pragma omp do #pragma omp do
for(i=0;i<8;i++){ for(i=0;i<8;i++){

factor=b[i] t=a[i]

for(j=0;j<8;j++){ for(j=1;3j<8;j++){

a[j] += factor * c[]] c[i][3] = c[1][]] / t

} }

} }

=0 1 2 3 = B =B =
4 5 6 7
4 516 7

— | s



for/do ¥§ R Ry Ta—1)4

. shedule #§7REIZ(HELY, chunk A XZEST
EIZKY ., O—kAUNSURZEZEMTHIENT

=FI,

#pragma omp do schedule(static, 1)
for(i=0;i<8;i++){
t=a[i]
for(j=1;7j<8;j++){
c[i][J] = c[1][]] / t
}

Private BiZ B BEL TLVET

« A7 a—1)7 | dynamic Z{E AT HE. &
SIZEMNTAEMTEET,

i=0 2 L 6
e |
1 3 5 7

—

#pragma omp do schedule(dynamic, 1)

for(i=0;1i<8;i++){
t=a[i]

for(j=1;3j<8;j++){

c[i][]] =
}

c[i][j] / t

et

dynamic R a—1) 5 (2
FUMEEZEIYHF(ZEY
HTHIENAEETT AN
H|Y BT static £V
BFfE MO MYET,



TDENDEGERX
« ALYEDHIEIZM DI HEHIERX

FERX AR

single BELE-SEEZ—DODALYRFTEITLET,

master FEELT-E1 % master AL YR TETLET,

barrier EALYFDNENERHDLETHLERYT

critical HEL-FEEZRFFICRITI AL YR ZEL DICHIRLET

atomic EEDKAXIZOWT. EHDALYEDAREIZHBEEREEHTES

FOIZLFET,

50



OpenMP D X FIRIFEM

REZH Bk
OMP_NUM_THREADS WA B THORALYRHERRELET .

OMP_STACKSIZE OpenMP DHEALYEIMESIRZVIH A XEHRELET,
BEfI%BKMGTTCTHEETCEET, HUNEESNLIVGS.
(Kilobytes) IZTEYE T,
T4k 4M
HELE: 16M

OpenMP (#5705 5L T
segmentation fault MFEELT-IHFE.

OMP_STACKSIZE Z 1039 Z & TRIEMN

FEHSNASZENHYFET,

51



OpenMP D EXLES B3 LS54T I)IL—F>

IL—F> =

omp_set_num_threads ALYFHZERTFELET . FUH LR D parallel fBIE TEAIN SR
LyrBICHELET,

omp_get_num_threads REDF—LDALYFHZEREFLET,
omp_get_thread_num BHEDALYFESZRMHFLET,
omp_get_num_procs TNAATHATELG IOy HRERELET,

e JATI)IIL—FU&FSIFEIL. TEED LI includeX/use XHLETY
o C/C++

#include<omp.h>

e Fortran

use omp_ lib

—



@ﬂ:’éﬂém\)b—j

e L—TRHFEELTLVEWNIL—T
« C @ while JL—7 . Fortran @ do while JL—T 73 &

e L—TERPTHDIL—TRTHE

e L—TNDIKRTFEH
. BAKEN
. BIAIKTFMH
- BESBOHZIL—T

o BEE: R0 EE
e L—TRIZEKEELH AN, HFILTESHIL—T
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CZLSeax:

for(i=0;i<100;i++){
a[i] = a[i-1] + b[i]
}

for(i=0;i<50;i++){
a[i] = a[i-1] + b[i]
}

for(i=50;1<100;i++){
a[i] = a[i-1] + b[i]
}

o i=50 METEFF, altl NIHETHY . ALYF 1 DHEN B DOBEETEHE-ZWIELWEEFER

MRRFoNEE A

—
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JpL ea

for(i=0;i<100;i++){
a[i] = a[i+1] + b[i]

}

for(i=0;i<50;i++){ for(i=50;1<100;i++){
a[i] = a[i+1] + b[i] a[i] = a[i+1] + b[i]

} }

e i=49 DEFEES, BAEHINBTID al50] BBETH D=0, ALK 1 T als01AtF TIZEHS
NTOSESICRERFECAEYES .

. —BSHIICT—AE RIS ZEFIENEY. a — BZOESICKMT ZTET. KB IR TE
BISEHHYET,

— |
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HESEBOHDIL—T

for(i=0;i<100;i++){
a[index[1]] = b[i]+c[1i]

}

o Fi2%l] a ZHRAFELS Index TEHRLTWET, Index[il [CER T HENHMNIL, HHEL-IHE

[CERDIGEEERENELSRREEENHYET,
o Index[il ICEEMNGZWZEMNREESNTULINIL, AFEHMB[EETT,
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Lt

S=0

for(i=0;i<100;i++){

¥

s += a[i]

cistep D sZETHETA=OIZILi-1 ATYTD s DIENKELO>TWBALELNH DD T FEIEF
alRe[CBZFE T, LH L. for FERX D reduction ETNERBA TR -8Y . ERILALFIE A EET

-3_0
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e FiA % THHTOUSIVT AN 2 TILT0O9 5 LTES OpenMP & OpenACC |
RRKRFHIRE, 2015

e OpenMP: The OpenMP API specification for parallel programing
https://www.openmp.org/

o OpenMP Reference Guides
https://www.openmp.org/resources/refguides/

58


https://www.openmp.org/

MPI
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MPI &l

e Message Passing Interface (MPD) &l Ayt—2 1\ DT DSAT I DBED—DOTY,

o« FEi
« TERAEVEOMFEZITLET,
« SATSUBEEBERL., BBRMICAYE—D -y T #4TI2ET, MIMEZEITLET,
o /—FREIDIEFEIZE, /—FRDIAEFEIZEHEFEZET,
« SPMD (Single Program Multiple Data) &7 JL
-—DOH{BEDOTATSLM, HFINERFRBFICTSTOTAEyY ETEEILET,
—~MPMD (Multi Program Multiple Data) £ RIBE T,

e« C/C++, Fortran NOH|ARIEETT . FDIEIDTATSIVITEEBTH. BEDA—IL/II\VT—D/154T5

UNAESNTWT, MPIARIATERESEENHYFET . (il Python [TFE T D mpispy)
« HEORBAERINTULET, (TITN. RYFHBERANIE TS TH
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MPI DE JLF

o IRIRERE

module load intel
module load intel-mpi

A
=]

iy
iu[]]]}

e C

mpiicx <source file>

o C++

mpiicpx <source file>

e Fortran

mpiifx <source file>

—

Intel DED2—ILIF7AILIZINA T,
intel-mpi HA—FL TLF=S0Y

e« MPI DE1T

mpiexec.hydra -np <7OEX#> ./a.out
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Hello World

« Y—RIT7AIL « E1TH
#include<stdio.h> $ mpiicx ./hello.c
#include<mpi.h> $ mpiexec.hydra -np 4 ./a.out
Hello, from rank 1
int main(int argc, char **argv ) { Hello, from rank ©
int myrank; Hello, from rank 2
MPI Init( &argc, &argv ); Hello, from rank 3
MPI Comm_rank( MPI_COMM_WORLD, &myrank );

printf("Hello, from rank %d\n", myrank);

MPI Finalize();




MPI 0D FHEE MPI_COMM_WORLD
e A=/ —4
. JOVRDYTIIL—T
« MPI_COMM_WORLD : 270t R& &L 03Ia=
‘r7—%., MPI OFHHLEISERSN, BIZFIF >
MA[EETY,
. 7°|:|7\\5-LxWT%M\EIZWCTE%EJE\E—GTO Rank 2
— Rank O
M2y (SUB_COMM)

e A2 —ARAATHOTALRANHBRABZFS, oM

Byﬁié%&%ﬂ Rank 3
\
Rank 1

(SuB_COMM)

SPEAI AT —ADMAEDE
TIORRERETHENTEET,




MPI O) B8 ¥

« R T LEHK
« MPIZF|HT 501 EL, #HAE. B TOEBLGZEDREZTT,

« 1% 1 BIEEK

« HHTACANHALATACLANT —RZBETH5-ODEBTY ., MPIDBEDEKRT 13t 1 BET
SEGBEREYEL 1M 1 AEERRERANSCELTEETEFT,

o 7|:| J:L\"/b J—1I=Is /./7'3 J#'-/g L1|=|‘~ \H—b;hvij_

« EEME(E
« BBV I—TICBRITHETAEANNIIOLBENHDERTY , —2DTAEANoE2TOEAAN
T —A3%1%% MPILBCAST X0, 270 ADNT—3%—2N 7O X(ZEH S MPI_GATHER, 70X D
F—AEMET 21 E DIEEFTS MPILREDUCE HEMRBHYET .



MPI | B % O X T LA

e MPI_INIT

« MPIZMHEIIELE T,
e« J321 =4 —% MPI.COMM_WORLD A%
EENET,

e MPI_FINALIZE
« MPIZ¥TLETD,

int MPI_Init(int *argc,char ***argv)

MPI_INIT(IERROR)
INTEGER IERROR

int MPI_Finalize(void)

MPI_FINALIZE (IERROR)
INTEGER IERROR
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MPI | BI$k: O X T LA

e MPI_COMM_RANK(comm, rank)
—comm: A2 =4 —~A
~rank: comm RDS%
e X245 —42ATHEED
UM HELFET,

e MPI_COMM_SIZE(comm, size)
—comm: AZ1 =45 —4
—size: A2 —RRNDTOERE
e A2 H—RIZEENDS
TOERAMEMBLET,

—

int MPI_Comm_rank(MPI_Comm comm, int *rank)

MPI_COMM_RANK(COMM, RANK, [ERROR)
INTEGER COMM, RANK, IERROR

int MPI_Comm_size(MPl_Comm comm, int *size)

MPI_COMM_SIZE(COMM, SIZE, IERROR)
INTEGER COMM, SIZE, [ERROR
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EDT—R3%ESHDHV? -> BUF
ECITT—R3%HHMT HHV? -> BUF
T—REAMEEDDH ? -> COUNT
T —2A % [£? -> DATATYPE
SESE (X2 FETTIE?
" -> DEST/SOURCE, COMM
HAIDT-ODIEHR -> TAG

1% 1815 MPI_COMM_WORLD }\

Rank O

MPI|_Recv

MPI_Send

67



ﬂﬂaﬁz:ﬁq‘ 1 B85

e MPI_SEND(buf, count, datatype, dest, tag, comm)
MPI_RECV(buf, count, datatype, source, tag, comm)

-buf: T—RMDFEETFL X

—count: T—RMD{E %K

—datatype: T—42 %

—dest: IEYSED rank

— source: 1% {§ 7T D rank

~tag: R . EX{EELRIET
—HstE5

—comm: A1 =4H—4

int MPI_Send(const void *buf, int count,
MPI_Datatype datatype, int dest,
int tag, MPI_Comm comm)

MPI_SEND(BUF, COUNT, DATATYPE, DEST, TAG, COMM,
IERROR)

<type> BUF(*)

INTEGER COUNT, DATATYPE, DEST, TAG, COMM, IERROR

int MPI_Recv(void *buf, int count,
MPI_Datatype datatype, int source, int tag,
MPI Comm comm, MPI| Status *status)

MPI_RECV(BUF, COUNT, DATATYPE, SOURCE, TAG,

COMM, STATUS, IERROR)

<type> BUF(*)

INTEGER COUNT, DATATYPE, SOURCE, TAG, COMM, &
STATUS(MPI_STATUS SIZE), IERROR
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MPI B8 %: 1 %t 1 BIERE TRT S5 LA

#include<stdio.h>
#include"mpi.h"

int main(int argc, char **argv){
int size, rank, buf, tag, root, src, i src;
MPI Status status;

MPI Init(&argc, &argv);
MPI_Comm_size(MPI_COMM_WORLD, &size);
MPI_Comm_rank (MPI_COMM_WORLD, &rank);
root=0;
tag=1;
if( rank == 0) {

for(src=1; src<size; src++) {

printf("Hello from %d\n", buf);

}
} else {

buf=rank;

}
MPI Finalize();

$ mpiexec.hydra -np 4 ./a.out
Hello from rank 1
Hello from rank 2
Hello from rank 3

MPI_Recv(&buf, 1, MPI_INT, src, tag, MPI_COMM_WORLD, &status);

MPI_Send(&buf, 1, MPI_INT, root, tag, MPI_COMM WORLD);

I—
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JAvyxogEEE/ Ay T EE
e JOVF T EIE

MPI_SEND

MPI_RECV

JOyx2 & E
TlIX. BENMET
I HETHDANIE
IO EETEE
A,

MPI_WAIT

MPI_WAIT

/o7Ovx g8
{ETIL. B DF
UHLAIBTCIC
MEBHLRY ., &IE
hHthDANIEEE
TFHoEMNTE
*9, MPLLWAIT T
BIENERTITHD
Fb. TORIL
BEMNMETLES
EDNVREESNFE T,



ﬁ_DyﬂF*/b“iEE&/yj‘nw#*/fﬁE

e MPI_ISEND(buf,count,datatype, dest, tag, comm, request)
MPI_IRECV(buf,count,datatype, source, tag, comm, request)

—buf: T—ADFKXETFLR

—count: T—RMD{E %K

—datatype: T—42 %

—dest/source 1X Y 5t /35§ Tt D rank

~tag: 29 , BEERIET—HSES

—comm: A1 =45 —4A

—request: XB/ZIEMBICDIToNT=E#AIF

int MPI_Isend(const void *buf, int count,
MPI_Datatype datatype, int dest,
int tag, MPI_Comm comm, MPI|_Request *request)

int MPI_Irecv(void *buf, int count,
MPI_Datatype datatype, int source,
int tag, MPI_Comm comm, MPI|_Request *request)

MPI_ISEND(BUF, COUNT, DATATYPE, DEST, TAG, &
COMM, REQUEST, IERROR)
<type> BUF(*)
INTEGER COUNT, DATATYPE, DEST, TAG, COMM, &

D REQUEST, IERROR

MPI_IRECV(BUF, COUNT, DATATYPE, SOURCE, TAG, &
COMM, REQUEST, IERROR)
<type> BUF(*)

INTEGER COUNT, DATATYPE, SOURCE, TAG, COMM,

REQUEST, IERROR

&

7L




ﬁ_DyﬂF*/b“iEE&/yj‘nw#*/fﬁE

o MPI_WAIT(request, status)
—requestaX{E/RIEMFIZ DTN T3 A F
-status: 52 T L= @BIEICDULNTDIEER

- ERIHIBIEDETZFLET

e MPI_WAITALLC(cout, request_array, status)
~count: FFDOUI IR D EEL
—request_array:
FEE/ZEMSIZDOTFONT=EAFDES
—~status: 5 T LTz BIEIC DLV T D EERD B S
e request_array CHZ LN XTD
ERIEABEDETZHFBEYT

int MPI_Wait(
MPI_Request *request, MPI_Status *status)

MPI_WAIT(REQUEST, STATUS, IERROR)
INTEGER REQUEST, STATUS(MPI_STATUS_SIZE), IERROR

int MPI_Waitall(int count,
MPI_Request array_of_requests|],
MPI_Status array_of_statuses]])

MPI_WAITALL(COUNT, ARRAY_OF REQUESTS,
ARRAY_OF_STATUSES, IERROR)

INTEGER COUNT, ARRAY_OF REQUESTS(*), &
ARRAY_OF_STATUSES(MPI_STATUS_SIZE, *), &
IERROR




/iﬁ‘n‘y#‘/ﬁ‘ BE

for(i=0; i<N; i++){
a[il=... // a[] Z{E-of-AniE
}

for(dest=0; dest<N_dest; dest++) {
MPI_Isend(a T—HMiL(E)

}

for(src=0; src<N_src; src++) {
MPI_Irecv(a T—HMDRIE)

}

for(i=0; i<N; i++){
b[i]=... //BIEDRTZHFOLEDZLLE
}

MPI_Waitall(3 _RTH/>IAVFUJEIE)
for(i=0; i<N; i++){

a[il=... // RELLT—3ZE50E
}
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ﬂﬂﬁ&:%\_ﬁé

e MPI_BCAST
° éjol:ltX':: to_

e MPI_SCATTER
270X (ZHER

e MP|_GATHER
« 270t XAMSIUNE

 MPI_REDUCE
- 270 RDIEEEL

: | 74




RE

o MPI_REDUCE(sendbuf, recvbuf, count, datatype, op, root, comm)

s RERE MPI_Reduce

—sendbuf: FEE/N\NVIFDTFL R
—recvbuf: 2{E/\VIT7DTKRL R
~count: T—RADE %K

—datatype: T—42 %

~op: ;EHMDIESE

~root: fERZZ(THAT0OER

—comm: A1 =4H—4

« ASAZH—ARDOETOEANLT—R2%EZITEY,
op IZHEZANSERIZHK->TEETLI-HEERZ root D

sendbuf [ZI&REALFE T,
e ASA=H—RAHNDNTARTHOTALANB CEMEESKLEAHYET,

F75 op DIE
op AR

MPI_MAX & X{H
MPI_MIN f/IME
MPI_SUM &

MPI_PROD #&

MPI_LAND :RIBFE
MPI_LOR  EmIRFD
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MPI_REDUCE

e 70455 L4 « 21T

#include<stdio.h>
#include "mpi.h" $ mpiicx ./reduction_mpi.c
$ mpiexec.hydra -np 4 ./a.out
int main(int argc, char **argv){ result= 78.000000
double a[12]={3.,8.,12.,5.,6.,4.,9.,11.,2.,7.,10.,1.};

double s, result;
int i, myrank;

MPI Init(&argc, &argv);

MPI Comm_rank(MPI_COMM_WORLD, &myrank);

s=0.;

for (i=myrank*3; i<(myrank+1)*3; i++){
s+=a[i];

}

MPI Reduce(&s, &result, 1, MPI DOUBLE,

MPI_SUM, ©, MPI_COMM_WORLD);

if (myrank == @) printf("result= %1f\n",result);

MPI Finalize();

return 0;

—



N T1)wE MPI/OpenMP i 51t

e MPI, OpenMP D# A EH
« MP: /—FRE]., /—FRRWST DI F|E 2+ F| Al
« OpenMP: /—R N D I 5L 12D 5 Iis

o 54D FH &
« 7Yk MPI:
-/—FA., /—FEWT D iF]{td MPI T
« N1 J1)wK MPI/OpenMP:
- /—FFElE MPI TEEiR . /—FRIE OpenMP, £, L<LIE OpenMP & MPI D#EA & & TEak

Bl: 46 J—K . & /—K A7 DR T Ls
MPI JOERA# OpenMP AL YK ¥

2ok 16
INTYykE 8 2 &/—FIZ2MPIZAER
4 A /—FRI& OpenMP, /—FE & MPI

—
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INT1)yEK MPI/openMP i Bt TR S.LHI

#include<stdio.h> $ mpiicx -qopenmp ./hybrid.c
#include<mpi.h> $ grsh <grsh OF 73>
#include<omp.h> $ export OMP_NUM_ THREADS=2
$ mpiexec.hydra -np 2 ./a.out |sort

int main(int argc, char **argv){ Hello thread 0@ of rank ©

int rank, nprocs; Hello thread © of rank 1

int threadid, nthreads; Hello thread 1 of rank ©

MPI Init(&argc, &argv); Hello thread 1 of rank 1

MPI_ Comm_rank(MPI_COMM_WORLD,&rank);
MPI Comm_size(MPI_COMM _WORLD,&nprocs);
nthreads=omp get num_threads();
#pragma omp parallel private(threadid)
{
threadid=omp_get thread num();
printf("Hello thread %d of rank %d\n",threadid,rank);

}

MPI Finalize();




« iRl #ZFE [(X/20T707 3309 AM: #50LEEMPI DEE )
RRAXFEHIRE, 2013

e Peter S. Pacheco &, FAZEEIHER TMPIHiFITOT 535 |
1% JRVEE, 2001

e Message Passing Interface Forum, https://www.mpi-forum.org/

e Intel® MPI Library Developer Guide for Linux* OS
https://www.intel.com/content/www/us/en/docs/mpi-library/developer-guide-linux/2021-
11 /overview.html

e Intel® MPI Library Developer Reference for Linux™* OS
https://www.intel.com/content/www/us/en/docs/mpi-library/developer-reference-linux/2021-
11/overview.hitml

—
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https://www.mpi-forum.org/
https://www.mpi-forum.org/
https://www.mpi-forum.org/
https://www.intel.com/content/www/us/en/docs/mpi-library/developer-guide-linux/2021-11/overview.html
https://www.intel.com/content/www/us/en/docs/mpi-library/developer-guide-linux/2021-11/overview.html
https://www.intel.com/content/www/us/en/docs/mpi-library/developer-guide-linux/2021-11/overview.html
https://www.intel.com/content/www/us/en/docs/mpi-library/developer-guide-linux/2021-11/overview.html
https://www.intel.com/content/www/us/en/docs/mpi-library/developer-guide-linux/2021-11/overview.html
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https://www.intel.com/content/www/us/en/docs/mpi-library/developer-guide-linux/2021-11/overview.html
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Linaro Forge

e Linaro DDT
e TILFRLYKR, MiFN T T — a2 2wt L= C/C++, Fortran T/ \"wH—

e Linaro MAP
« NANTF—TURERILFALYR/RILFITAERRARITTAIT7AS
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Li DD1
Ina ro Allinea DDT - Allinea Ultimate 7.1 x

File Edit View Control Tools Window Help

BEaG KREBEEER ! -0 ©

O . 2 S ~
D I A \ hJ : Current Group: < |Focus on current: @ Group Process Thread Step Threads Together
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171 processes (0,3,6,9,12,15,18,21,24,27,30.,... (171 total)) Paused: 171 Playing: 0 Finished: 0
7° At X y L 7° Create Group
—
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Input/Output | Breakpoints | Watchpoints | Parallel Stack View | Tracepoints | Tracepoint Output | Logbook Evaluate P®
Parallel Stack View 3 | Expression  Value
3 IS Y - Processes Function v gArra{B] ——80003
([ ] / J 511 s main (hello.c:141) [mycank PRl
17 ] main (hello.c: =Xty —10012
sle
ZEORZYY
Allinea Ultimate 7.1 34ab281cb50a+ Sep 11 2017
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« ZRIUEINDEZREIELTRRLET,

Multi-Dimensional Array Viewer

Array Expression: tables[$il[$j]

Distributed Array Dimensions; |None || How do | view distributed arrays?

Staggered Array What does this do?

Range of $i Range of $j
From: 0 = From:
To: 11 = To:
Display: Display:
Only show if:

Data Table | Statistics

S Goto ¥ visualize [ Export

0

11

See Examples

ik

Full Window

Evaluate

j(.'! 1 2 3 4 5 6 9 10 11
i 0 E sl 6 7] 8 o 10 1| 12
1 2 4 10 12| 14| 16| 18 20( 22| 24
2 3 e[ of 12] 15| 18] 21 24] 27] 30] 33] 36
3 4 8 12| 16| 20| 24 28| 32| 36 40 44| 48
4 5| 10| 15| 20| 25| 30| 35| 40| 45 50| 55 60
5 6| 12[ 18] 24] 30| 36] 42[ as] sa] 60| e6] 72
6 7 14) 21| 28| 35| 42| 49| 56| 63| 70| 77| 84
7 8 16| 24| 32| 40| 48| 56| 64| 72| 80| 88 96
8 of 18] 27] 36| as| sa| e3] 72| 1] 90| o9f 108

Help

| Align Stack Frames
Auto-update

Close
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HS AR\ TDEREREHTY—IL T, MPI, I IILFRALYKRIR

o EITICHID SIBFZY —RO—FL AL THERE. EDUMIEM;

%35-?—0

BICxT U CHR R HEREZ 21t
MLV LTS TLNS DE

= /home/7/guest03144/application/forge_slow/a_4p_1n 2024-06-24 22-20.map - Linaro MAP - Linaro Forge 23.1.2 [—al[x]

File Edit View Metrics Reports Window Help
Profiled: a.out on 4 processes, 1 node, 4 cores (1 per process) for 14.2s  Sampled from: Mon jun 24 22:20:18 2024

Main thread activity

CPU floating-point
56.7 %

&) ~ @ [T [# Main Thread Only Hide Metrics

Memory usage
638 MB

22:20:18-22:20:32 (14.232s): Main thread compute 84.5 %, MP1 15.5 %

Zoom &1 :=

Time spent on line 87 =]E)

f slow.fao X
= + do iterations=1,4 ~  Breakdown of the 8.8% time spent
X L on this line:
84 a=1.1 + iterations
85 - do j=0,pe Executing instructions  100.0% I
86 v do i-1,size(a) Calling functions 0.0%
% 87 a=sqrt(a)+1.1%j

8. oxhidh qrt(a) 1 Time in instructions executed:
88 end do
89 end do Scalar floating-point 0.0%

5.6% dddd L] call MPI_ALLREDUCE(a,b,size(a),MPI_REAL,MPI_SUM,MPI_COMM_WORLD,ierr) Vector floating-point 91.4% I
91 end do ) ) Scalar integer 0.0%
92 if (pe == @) print *,"imbalance answer",b(1) Vector integer o

3 call MPI_BARRIER(MPI COMM WORLD,ierr) 9 )
94 Memory access* 91.4% I
95 end subroutine imbalance Branch
96 Other instructions
97 ¥ subroutine stride * B.6% memory access instructions,
93 82.9% implicit memory accesses in
L] implicit none other instructions, also counted in their
1680 real{kind=8). allocatable :: arr in(:.:) ~ | categories =
Input/Output | Project Files | Main Thread Stacks | Functions  Libraries
Main Thread Stacks BE
Total core time - MPI Function{s) on line Source Position Library
~ & a.out [program]
~ ¢ slow program slow slow.fo0:1

call stride
call imbalance
» slow::overlap call overlap

Showing data from 2,516 samples taken over 4 processes (629 per process, each representing ~ 0.02s wallclock time)

slow.f90:10
slow.f0:12 a.out

(e]
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X EGEZTEINCLTAY A2 /—FIcAagdA4Y
« g IREDTINVT AT 3VERFITTE IR

module load intel intel-mpi
mpiifx -g -03 slow.f90

« AVBSUT4TO3aTEEA

$ qrsh <grsh A T3>
$ cd <work directory>

. forge FOMDE2A—)LOA—KE forge D FC &

$ module load intel intel-mpi forge
$ forge
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o« N F1)DER

e MPI DA T3> DERTE

Ve

™ Run

m

Ap pli:ati:: .-”hﬂ W“‘ﬂm-ﬂpmmﬁﬁ |WE2LI£D Details
Applicati oRy, E{: me/7/guest03144/application/forg e_ﬁluwja.{:uy - ]

Arguments: |10

stdin file:
Working Directory:
Duration: Sampling entire program

Metrics

Perf Metrics: None selected, click Details... to configure.

GPU

Capture Environment Variables

. ki LR O S W'ﬂ"ﬂ"ﬂL

.

Number of Processes: | 4 = >
“rriplementationi-/ntel MRl (MBMB) =Change...

mpiexec.hydra arguments

L T T TT L Lk

Details
Details
Details...

Details

Details

Profile selected ranks: |

OpenMP
Submit to Queue

Environment Variables: none

Help Options

Details

’--\

(_-m Cancel
— —’ | 87
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|

/home/7/guest03144/application/forge_slow/a_4p_1n_2024-06-24 _22-20.map - Linaro MAP - Linaro Forge 23.1.2

Eile Edit View Metrics Reports Window Help

Profiled: a.out on 4 processes, 1 node, 4 cores (1 per process) for 14.2s Sampled from: Mon Jun 24 22:20:18 2024

Main thread activity

©-0

=1 E3

| & Main Thread Only | Hide Metrics |

CPU floating-point
56.7 %

Memory usage

638 MB

22:20:18-22:20:32 (14.232s): Main thread compute 84.5 %, MPI 15.5 %

F slowf90 X | Time spent on line 87 %]
33 + do iterations=1,4 +  Breakdown of the 8.8% time spent
. . on this line:
84 a=1.1 + iterations
85 - do j=0,pe Executing instructions 100.0%: N
86 ¥ do i=1,size(a) Calling functions 0.0%
.83 &7 = t 1.1%j - fe =
2 B%M a=sqrt(a)+ 1 Time in instructions executed:
88 end do
89 end do Scalar floating-point 0.0%
5.6% dddd ] call MPI_ALLREDUCE(a,b,size(a),MPI_REAL,MPI_SUM,MPI_COMM_WORLD,ierr) Vector floating-point 91.4% I
91 end do ] ) Scalar integer 0.0%
92 if (pe == 0) print *,"imbalance answer”,b(1) i e 0.00%
93 call MPI_BARRIER(MPI_COMM_WORLD,ierr) 9 o
94 Memory access* 91.4% I
95 end subroutine imbalance Branch
96 Other instructions 0.0%
97 ¥ subroutine stride * 8.6% memory access instructions,
98 82.9% implicit memory accesses in
99 implicit none other instructions, also counted in their
100 real(kind=8). allocatable :: arr in{:.:) ~ | categories -
Input/Output | Project Files | Main Thread Stacks | Functions  Libraries
Main Thread Stacks [=]Es]
Total core time ~ MPI Function(s) on line Source Position Library
* & a.out [program]
v ¢ slow program slow slow.fa0:1

E—

slow.fo0:11
slow.fo0:10
slow.fo0:12

call stride
call imbalance
call overlap

b slow::imbalance
b slow::overlap

Showing data from 2,516 samples taken over 4 processes (629 per process, each representing ~ 0.02s wallclock time)

a.out
a.out
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