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Science Tokyo and Fujitsu

Overview of Collaborative Research Cluster

The purpose of Fujitsu Next Generation Computing Infrastructure Collaborative Research Cluster is to
realize s new computing infrastructure capable of extremely large-scale data processing and simulation
based on Al and High Performance Computing (HPC) technologies.
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Expansion and enhancement of various new Creation of new applications, middleware, and
technologies for product applications architectures as well as new application areas
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System Infrastructure Supporting Real-World Interactive HPC
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Contact: Toshio Endo (endo@scrc.lir.isct.ac.jp)
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